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1 Introduction

One of Wikipedia's fundamental principles is to “assume good faith” (Wikipedia 2024a). The Wikipedia project page explains: “It is the assumption that editors' edits and comments are made in good faith—that is, the assumption that people are not deliberately trying to hurt Wikipedia, even when their actions are harmful.” (Wikipedia 2024a; Reagle 2010; Ayers et al. 2008).

In theory, this principle should not be remarkable. Most people act in good faith most of the time (Bregman 2020)—and any well-functioning society depends on good-faith interactions as the norm. Nevertheless, Wikipedia's assume-good-faith principle feels remarkable because it defies the widespread and obvious evidence that Internet users routinely engage in bad-faith activity on Wikipedia. A service as large and visible as Wikipedia inevitably attracts users who advance their self-interest to the disadvantage of Wikipedia's contributors and readers (Goldman 2010).

Wikipedia's assume-good-faith principle “does not require that editors continue to assume good faith in the presence of obvious evidence to the contrary” (Wikipedia 2024a). In fact, the Wikipedia community will sometimes moderate content without having obvious evidence in hand. For example, Wikipedia relies heavily on bots (Nasaw 2012; Wikipedia 2023). “Bots are playing an increasingly important role in the creation of knowledge in Wikipedia” (Zheng et al. 2019), even if the bots cannot “assume” good faith.1 Furthermore, the Wikipedia community has developed xenophobic tendencies (Goldman 2010) that are skeptical of newcomers' activities, even before the newcomers demonstrate any bad faith.2 Perhaps weary after two decades of fighting bad-faith activity, the Wikipedia community struggles to retain its foundational assumption of good faith.

Wikipedia's tension between assuming users' good faith while combating users' bad-faith contributions is not unique. Every Internet service3 enabling user-generated content faces a similar challenge to balance good-faith and bad-faith activity. Without a proper balance, a service foregoes one of the Internet's signature features—users' ability to engage with and learn from each other in pro-social and self-actualizing ways—and instead pushes toward one of two suboptimal outcomes. Either the service devolves into a cesspool of bad-faith activity, or it becomes a restrictive and locked-down venue with limited expressive options for all users, including the well-intentioned ones.

1. For example: “Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these sterile ‘fights’ may sometimes continue for years. Unlike humans on Wikipedia, bots’ interactions tend to occur over longer periods of time and to be more reciprocated” (Tsvetkova et al. 2017).
2. Recognizing this problem, Wikipedia exhorts its community to welcome newcomers, with uneven success “Wikipedia, please do not bite the newcomers.” (Wikipedia 2024b)
3. This commentary uses the term “Internet services” to refer to social media, user-generated content (UGC) services, and online platforms.
Striking this balance is one of the hardest challenges that Internet services must navigate, and yet the US regulatory policy currently lets services prioritize the best interests of their audiences over regulators’ paranoia about bad faith actors. That regulatory deference is in constant jeopardy. Should it change, it will hurt the Internet—and all of us.

2 Why assuming good faith online has gotten harder over time

Until the early 1990s, much of the Internet was governed by the National Science Foundation (NSF) rule restricting commercial activity online. This restriction implicitly limited who had Internet access. Most users were affiliated with educational institutions, government agencies, and the military—the primary entities allowed to connect to the Internet under the NSF rules. Due to those affiliations, most users were either employed or in school, so they were a more highly educated community compared to the general population.

Furthermore, the Internet lacked user-friendly client-side software, so Internet users needed some technological sophistication: “The pre-Web Internet was an almost entirely text-based world...[including] command line driven programs such as Archie, which we used to try to find particular files. If this makes the pre-Web sound like a place that was only welcoming to techies in those days, you’re right, it was” (Vaughan-Nichols 2011).

Because of these dynamics, Internet users in the early 1990s were fairly homogeneous (Wong 2021): mostly male, technologically savvy, affluent (unless they were students), and educated (Wong 2021).

This homogeneity, though undesirable for many reasons, had an unexpected benefit: it created an environment where assuming good faith by other users was not wholly irrational. To the extent that service designers and users shared demographic attributes, the designers were more likely to anticipate and discourage obvious misbehavior from users who were like them. Furthermore, homogeneous users are more likely to share the same biases and predilections, so their behavior would feel normal to each other even if it would have excluded or harmed more diverse users.

Two other characteristics of the early Internet further contributed to an environment where users’ good faith could be assumed. First, the online population was much smaller, which made misbehavior less compelling because less money and fame was at stake (Internet World Stats 2023). Also, the smaller population increased the odds that people would personally know and have repeat interactions with each other, which helped more
disputes resolve informally.\textsuperscript{10} Second, while anonymous online conduct was possible, a lot of online activity was attributed or attributable to users.\textsuperscript{11} Indeed, many users adhered to community norms to build their reputational capital in the community. Though the early Internet was not idyllic, early Internet users could often assume good faith by other Internet users.

Over the past three decades, the Internet has changed in many respects, including population demographics and size (Pew Research Center 2021; Georgia Tech GVU Center 1998). Now, online communities routinely cater to millions or even billions of users simultaneously—and those users geographically span the globe and demographically span the spectrum on every characteristic. As services scale up, they can no longer rely on social and demographic similarities between community members: “It is easier to maintain any given norm in a smaller community than a larger one. As a community grows, it becomes easier for individuals and groups to resist a norm” (Grimmelmann 2017). In other words, good-faith assumptions do not scale. Instead, the Internet’s expansion and evolution has made it improbable, if not impossible, to assume other users’ good faith.

The “Eternal September” illustrated how the Internet’s demographic shift posed challenges for the prevailing good-faith presumptions. Starting in September 1993 (Grossman 1998), some commercial online services, including AOL, allowed users to access USENET, an early cross-platform online message board service (Pfaffenberger 1994; Gregory, Mann, and Parker 1995; Harrison 1995; Spencer and Lawrence 1998; Rittner 1997). This interconnection unleashed a flood of new users on USENET whose demographics and technological sophistication differed from existing users and who did not adhere to prevailing community norms. A similar dynamic occurred as incoming college freshmen in August and September could access the Internet for the first time without fully understanding the online communities they were engaging with. As the Internet later became even more widely accessible, it experienced an endless stream of new users—hence the term “Eternal September.” The existing Internet community did not eagerly welcome these newcomers (Smith 2020). Instead, veteran users derided newcomers and assumed their bad faith instead of good. This implicit conflict between incumbents and newcomers has played out countless times online—on individual services and across the Internet generally—due to tribalism, xenophobia, and cultural differences. Any effort to assume other users’ good faith usually becomes collateral damage.

Today, “clueless noobs” are not the biggest threat to the modern Internet’s norms.\textsuperscript{12} Instead, determined malefactors, including cybercriminals and state-sponsored attackers, routinely target Internet services.\textsuperscript{13} With spammers, trolls, and jerks added to the scene, it has become functionally impossible today for online communities to assume that all users come to them in good faith. Instead, bad-faith actors attack every service and pose immediate and substantial threats to a community’s integrity. In one notorious example, the Los Angeles Times shut down a wiki feature within 48 hours of launch because vandals had already overrun it (Rainey 2005; Grimmelmann 2017). Such threats must be quickly vanquished before they corrode the community (Kumar et al. 2018). Accordingly, new Internet services must assume that bad-faith actors are coming for them.

\textsuperscript{10} Among a small number of repeat players, community norms can mitigate disputes among community members (Ellickson 1991). The Internet’s relatively small size also fostered visions that the Internet could self-manage: “Where there are real conflicts, where there are wrongs, we will identify them and address them by our means” (Barlow 1996).

\textsuperscript{11} In one famous early example, astronomer Cliff Stoll unmasked an anonymous cybercriminal (Stoll 1989).

\textsuperscript{12} Grimmelmann taxonomized the top concerns as “congestion, cacophony, abuse, and manipulation” (Grimmelmann 2017, 53–55).

\textsuperscript{13} “These spaces have been infiltrated by malicious state actors and self-identified insurrectionists. They use the same trolling techniques...to undermine our institutions, our communities and our trust in one another, in known facts and in our democracy” (Wong 2021).
Despite the overwhelming evidence of this phenomenon, even today some entrepreneurs still embrace a romanticized view of how their users will behave. As one content moderator explained, “Everybody wants their site to be a place where only Good Things happen, and when someone is starting up a new user-generated content site, they have a lot of enthusiasm and, usually, a lot of naïveté” (Gillespie 2018). For example, over the past few years, new services such as Gab, Rumble, Parler, Gettr, and Truth Social have positioned themselves as “free speech” alternatives to the incumbent services. To the extent they do less content moderation than the incumbents, the results have been unsurprising.14 These services “speedrun” (Masnick 2020, 2021) through content moderation techniques, and quickly add policies and procedures that they should have adopted pre-launch, as they scramble to address the multitudinous threats facing their community (Binder 2022; Krishan 2022; Petrizzo 2022). The new entrants also have learned firsthand that malefactors will exploit all of the attack surfaces (Greenberg 2021; Binder 2021).

Thus, the appropriateness of assuming user good faith online has faded over the past three decades. As former Google and Twitter (now “X”) lawyer Nicole Wong explained, in the 2000s, she “did not foresee the broad and coordinated weaponization of these open and free spaces that we built and advocated for. For a period, the bad actors could be managed or minimized. But, over time, these spaces have become playgrounds for trolls” (Wong 2021). This evolution reflects the Internet’s loss of innocence more generally.

Today, presumptions of user good faith are—at best—quaintly anachronistic. As LinkedIn cofounder Reid Hoffman said, “Wild idealism was the lingua franca of Web 2.0” (Hoffman 2021). Now, failing to anticipate and prepare for malefactor attacks could be considered trust-and-safety malpractice.15

3 How services can anticipate bad-faith users

The historical preconditions that allowed services to assume users’ good faith online have been overtaken by the inevitability that bad-faith user conduct will occur. Three ideas about how services seeking to foster users’ pro-social activities can anticipate and mitigate pernicious users.

3.1 Adversarial wargaming and Trust-and-Safety by design

An Internet service can never completely predict users’ behavior.16 This unpredictability sometimes leads to positive and generative innovations, such as Twitter’s retweet function, which replaced users’ manual attempts to retweet (Kantrowitz 2019). Nevertheless, Internet services should identify and plan for the foreseeable and inevitable unwanted behavior.

For example, many services—including Craigslist, Facebook, and YouTube—allow users to report or “flag” problematic content from other users (Craigslist, n.d.; Meta, n.d.; YouTube, n.d.). This kind of user-driven feedback sounds helpful in theory, but users will coordinate their actions to submit false reports on legitimate content for improper purposes, a

---

14. “In the early days of the Web 2.0 era, we may have aspired to the wisdom of the crowd. But the way things played out, we often simply got the madness of the masses” (Hoffman 2021).
15. “Entrepreneurs, designers, and technologists building digital platforms that significantly impact the lives of billions of people...[must] actively increas[e] our efforts to put checks on bad actors and lowest-common-denominator impulses” (Hoffman 2021). See also Riger (2022).
16. For example, child-friendly services could not prevent unwanted misbehavior even when they tightly structured users’ ability to talk with each other (Copia Institute 2020).
phenomenon called “brigading” (Merriam-Webster 2023). If a service launches a user reporting tool without designing the system to thwart brigading, it may be doing more harm than good.

Internet services can better anticipate less common bad-faith misuses by engaging in adversarial wargaming (i.e., before launch, brainstorm scenarios from the perspective of bad-faith actors and stress-test the tools accordingly). Stress tests need to be done early enough that the problems can be fixed before launch, and product managers (and their executives) need to take any concerns seriously even when risk probabilities are low or when only a small subset of the user population will be affected.

Some design weaknesses may become apparent during beta tests, and services can retain third-party white-hat consultants to provide additional testing. However, the most valuable insights will come from the service’s in-house trust & safety and content review teams. After all, those teams will have to deal with any problems after launch, and they have firsthand knowledge of the specific ways that bad-faith actors are already misusing the service.

Thus, services should embrace a “trust-and-safety by design” approach, analogous to the “privacy by design” principle (European Union 2016; Cavoukian 2011). The in-house trust-and-safety and content review teams should play a key role early in the development of the service’s specifications. These teams can do their own adversarial wargaming and red teaming (Botsman 2022). Respecting the feedback from these internal experts will reduce the number and severity of malefactor-caused problems post-launch.

3.2 Design the service to encourage pro-social behavior

Internet services can channel users toward pro-social behavior and away from bad-faith misuse based on how they design their offerings (Douek 2022; Grimmelmann 2017; Katyal 2003). Nirav Tolia, who cofounded Epinions (a consumer review service) and Nextdoor (a local social network), described three levers that Internet services can use to shape user behavior (Tolia 2021).

The first lever is the service’s “structure,” including the prompts for user submissions and the forms used to capture those submissions (Grimmelmann 2017). As an example of structure, Tolia noted how Twitter limits the number of characters in a tweet (Tolia 2021). Another example might be Nextdoor’s “kindness reminder,” which “reminds the member about Nextdoor’s Community Guidelines, and gives that member time to reflect, and hopefully refrain from posting a comment that doesn’t comply with our Guidelines” (Nextdoor, n.d.).

The second lever is the “incentive,” which is a user’s motivation for submitting content, and the third is user “reputation,” including the attributability of a user’s content and behavior (Farmer and Glass 2010). Every design choice sends important signals to users, so services need to develop a mixture of structure, incentive, and reputation that is likely to elicit the kind of user activities the service desires (Tolia 2021).

These three levers are interconnected. Take, for example, a service that pays users for submitting content. Such incentives may motivate good-faith actors to submit for the wrong reasons and will also inevitably attract bad-faith users seeking to maximize

17. Some services already deploy in-house adversarial expertise. For example, Niantic employs an “Adversarial Planning Lead, Trust & Safety” with responsibilities to “design and conduct threat assessments with our game and product teams, lead red team exercises and other threat ideation work to ensure we address potential harms to our users” (Niantic Labs 2022).

18. Services can design features that “nudge” people to make better decisions (Thaler and Sunstein 2009). Hoffman (2021) described how Internet services can “leverage[1] humanity’s less virtuous impulses.” As Nirav Tolia said, “We want to nudge people to be good” (Tolia 2021).
payouts without providing the desired content (Tolia 2021). If the service wants to use this incentive, it will need to design the payouts anticipating all of these dynamics. The service can also use other levers to discourage bad-faith submissions by restricting payouts only to users who have a good reputation or by adding barriers to the content submission process to reduce the profitability of illegitimate submissions.\textsuperscript{19}

If a service can optimize the mix of levers, users acting in their own self-interest will naturally take actions that enhance the community. However, it is extremely unlikely that a service will set the configuration perfectly on day one. Every service will inevitably tinker with the levers over time, based on new insights and conditions.\textsuperscript{20}

\subsection{3.3 Diversify the team}

Homogeneous development teams have significant blind spots. They will fail to anticipate otherwise-foreseeable bad-faith uses, as well as ways the service may be unintentionally harming or disadvantaging user subpopulations lacking representation among the developer team. Increasing the development team’s diversity and taking their perspectives seriously during the development process reduces the service’s blind spots.\textsuperscript{21} Diversifying the development team is essential for an Internet service’s success. It is also the right thing to do.

\section{4 Policy implications}

This commentary, so far, has considered how services and users interact, without regard to the legal backdrop. For the most part, that is because many design choices are—and should be—driven by a service’s business objectives, not legal concerns. Ultimately, everyone benefits when Internet services can determine the best solutions for their communities (Goldman 2019a).

The current design freedoms enjoyed by services are coming under extraordinary pressure. Regulators are increasingly requiring Internet services to reduce the risks associated with publishing third-party content. For example, the UK Online Safety Act imposes a duty of care on Internet services to curb antisocial behavior (UK 2023; Goldman 2019b), where regulators can point to every antisocial incident as prima facie evidence that the services insufficiently satisfied their duty. Similarly, the European Union’s Digital Services Act requires some Internet services to mitigate systemic risks arising from user-generated content (EU 2022).

Intentionally or not, these legal duties unravel services’ ability to assume any good-faith actions by users.\textsuperscript{22} When regulations hold services accountable for the bad-faith activity—which inevitably occurs on every service—Internet services will view every user as a potential malefactor who can create ruinous liability for them. To manage these risks, the services will harden their systems—their structure, incentives, reputation, and content

\textsuperscript{19} For example, Epinions required user-submitted reviews to exceed a minimum word count, which thwarted bad-faith users who sought the payouts for low amounts of effort (Tolia 2021).

\textsuperscript{20} Hoffman (2021) writes, “Even if you somehow manage to get it right the first time, things will eventually change in ways that make additional adaptation necessary.” Similarly, Botsman (2022) says, “As unanticipated consequences become apparent, it’s up to entrepreneurs to implement, upgrade, or completely rethink the business models and structural mechanisms they have in place to reduce the negative impacts.”

\textsuperscript{21} “We need leaders with empathy for people who are experiencing harassment. We need people who are from the groups that keep getting pushed off platforms—the Black and Latinx, Indigenous, and Asian users, women and/or nonbinary users, transgender users, and disabled users” (Pao 2021). See also Rigot (2022).

\textsuperscript{22} “I fear that there is too much focus on the bad actors, and we’re so busy trying to remove or eliminate or punish the bad actors that we’re not spending enough time trying to figure out ways to encourage and amplify and bring along the good ones” (Tolia 2022).
moderation functions—against all actual and potential threats. Hardened systems do not foster environments that attract and encourage good-faith users. Instead, good-faith users will be deterred or driven off by the less inviting environment, and because Internet services cannot avoid bad-faith activity no matter how hardened they are, the services will migrate away from allowing user-generated content entirely (Goldman 2019b).

In contrast, the current US policy, codified in 47 U.S.C. § 230 (1996), enables Internet services to strike more productive balances. Section 230 allows Internet services to assume users’ good faith without imposing liability for the inevitable bad faith actions that will follow (Goldman 2019b). Further, Section 230 provides Internet services with the legal freedom to experiment with different site designs and configurations to combat bad-faith actions without fearing liability for any omissions or for tacitly admitting that prior solutions did not work. As Tolia (2021) said, “Let’s focus on the positive and let’s build systems that reinforce that.” If we want services to keep assuming users’ good faith and catering to good-faith actors, Section 230 provides the legal foundation that preserves that possibility.
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